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Abstract. Often, different segments of a video may be more or less at-
tractive for people depending on their experience in watching it. Due
to this subjectiveness, the challenging task of automatically predicting
whether a video segment is interesting or not has attracted a lot of atten-
tion. Current solutions are usually based on learning models trained with
features from different modalities. In this paper, we propose a late fusion
with rank aggregation methods for combining ranking models learned
with features of different modalities and by different learning-to-rank al-
gorithms. The experimental evaluation was conducted on a benchmark-
ing dataset provided for the Predicting Media Interestingness Task at the
MediaEval 2016. Two different modalities and four learning-to-rank algo-
rithms are considered. The results are promising and show that the rank
aggregation methods can be used to improve the overall performance,
reaching gains of more than 10% over state-of-the-art solutions.

Keywords: multimedia information retrieval, predicting media inter-
estingness, learning-to-rank methods, multimodal late fusion, rank ag-
gregation

1 Introduction

The production of multimedia data have been grown continuously and consis-
tently. Supported by mobile devices, social networks and cloud environments,
multimedia data can be generated, shared and stored everywhere. In this sce-
nario, there is a growing demand for efficient systems able to manage large vol-
umes of multimedia data and reduce the work and information overload when
seeking a given content of interest [18].

However, several research challenges are involved, from content representa-
tion to its indexing and ranking according to user interests, specially consider-
ing different modalities. In many multimedia applications, the fusion of different
modalities is essential for improving the overall performance [19, 23]. The main
motivation of fusion approaches consists in achieving a more precise representa-
tion of the data by combining features from distinct modalities, such as audio and
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visual content [20]. Additionally, different learning models capable of encoding
user preferences can be also considered and fused as complementary information.

In this paper, a multimodal fusion framework based on rank aggregation is
proposed for video interestingness prediction. Firstly, different audio and visual
features are extracted for constructing a content-based representation. Subse-
quently, user preferences are encoded through learning-to-rank algorithms, used
to construct rankers capable of predicting the interestingness degree of a video.
Finally, rank aggregation methods are used for combining the multimodal in-
formation provided by different pairs of feature-rankers in order to improve the
effectiveness of predictions. Experimental results demonstrate the potential of
rank aggregation methods for combining multimodal information on interest-
ingness prediction tasks, which can improve the state-of-the-art results [1] in
more than 10%. In addition, the relevance of feature selection strategy is also
discussed, providing useful guidance for future work.

This paper is organized as follows. Section 2 discusses related work. Section 3
presents the features, while Section 4 presents the learning-to-rank algorithms.
Section 5 discusses the rank aggregation methods. Section 6 reports the results of
our experiments. Finally, Section 7 states conclusions and presents future work.

2 Related Work

This section presents an overview of related work dedicated to video interesting-
ness prediction. In this work, we are interested in multimodal approaches based
on data fusion.

The pioneering work of Jiang et al. [16] introduced a new dataset for predict-
ing the interestingness of videos, where a large number of features were evaluated
and used to train prediction models with Ranking SVM [17]. According to their
findings, audio and visual features are effective for approaching this task, and
their fusion can improve the overall performance.

A lot of research on video interestingness prediction has been done for the
MediaEval 2016 Predicting Media Interestingness Task [12]. This task aims to
automatically select the most interesting video shots according to a common
viewer by using features derived from audio-visual content or associated textual
information. Ten groups submitted their results for the video subtask and six
of them adopted a multimodal approach. The final ranking of these six groups
based on the official results was: RECOD [1], UNIGECISA [26], RUC [8], NII-
UIT [22], Technicolor [27], and BigVid [29].

Almeida [1] (RECOD team) extracted motion features from the video shots
and used them to train four different ranking models, which were combined by
a majority voting strategy. Here, we extend the work of Almeida by exploring
data fusion (audio and visual data) to enhance video interestingness prediction.

Rayatdoost and Soleymani [26] (UNIGECISA team) used both audio and
keyframe-based features provided for the task. Also, they extracted visual senti-
ment and emotional acoustic features. To obtain a single representation for each
shot, they computed the mean and the standard deviation for all the keyframes.
Then, principal component analysis (PCA) were applied to reduce the dimen-
sionality of such features. Finally, three different regression models were trained
based on the reduced features.
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Chen et al. [8] (RUC team) used both audio and keyframe-based features
provided for the task. In addition, they extracted statistical acoustic and deep
learning features. A single representation for each shot was computed by apply-
ing mean pooling over all the keyframe-based features. Different features were
combined by early fusion and used to train two different classification models.

Lan et al. [22] (NII-UIT team) used both audio and keyframe-based fea-
tures provided for the task and also extracted deep learning features. A max
pooling strategy was used to aggregate all the keyframe-based features into a
single representation for each shot, which was used to train a SVM (Support
Vector Machine) classifier. Classification models learned with different features
are combined by late fusion using an average weighting scheme.

Shen et al. [27] (Technicolor team) used both audio and keyframe-based
features provided for the task. They used such features to train two different
deep neural network architectures.

Xu et al. [29] (BigVid team) used both audio and keyframe-based features
provided for the task. Also, they extracted semantic features based on sentiment
and style attributes. Average pooling over all the keyframe-based features was
applied to compute a single representation for each shot. Such features were
used to train three different learning models: a classification model using SVM,
a ranking model using Ranking SVM, and a deep neural network. In addition,
they also considered the combination between SVM and Ranking SVM using a
score-level average late fusion.

In this work, we propose a late fusion with rank aggregation methods for
combining ranking models learned with features of different modalities and by
different learning-to-rank algorithms.

3 Feature Extraction

Two main approaches were used to encode video content. One of them encodes
motion information by using histogram of motion patterns [2]. The other ap-
proach is based on audio information and considers the well-known mel-frequency
cepstral coefficients [11].

3.1 Histogram of Motion Patterns

Instead of using any keyframe visual features, a simple and fast algorithm
was adopted to encode visual properties, known as histogram of motion pat-
terns (HMP) [2]. It considers the video movement by the transitions between
frames. For each frame of an input video, motion features are extracted from the
video stream. For that, 2×2 ordinal matrices are obtained by ranking the inten-
sity values of the four luminance (Y) blocks of each macro block. This strategy
is employed for computing both the spatial feature of the 4-blocks of a macro
block and the temporal feature of corresponding blocks in three frames (previ-
ous, current, and next). Each possible combination of the ordinal measures is
treated as an individual pattern of 16-bits (i.e., 2-bits for each element of the
ordinal matrices). Finally, the spatio-temporal pattern of all the macro blocks
of the video sequence are accumulated to form a normalized histogram.
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3.2 Mel-Frequency Cepstral Coefficients

Besides encoding visual properties using HMP, we also used a representation
very popular to encode audio information, called mel-frequency cepstral coef-
ficients (MFCC) [11]. They are capable of representing the short-time power
spectrum of a sound in an accurate and compact form. Initially, the audio sig-
nal is filtered with a Finite Impulse Response (FIR) filter to pre-amplify high
frequencies. Then, the resulting signal is converted to frames of small duration
(typically 20-40ms). Next, such frames are weighted by a Hamming window aim-
ing at removing any negative effects on its edges. After that, the power spectrum
of each frame is computed by applying the Discrete Fourier Transform (DFT)
and taking only the magnitude of the spectral coefficients. Thereafter, a filter
bank of overlapping triangular filters, also known as Mel-scale filter bank, is
used to smooth the spectrum and emphasize perceptually meaningful frequen-
cies. Once the filterbank energies are computed, the logarithm of them is taken
aiming at reducing large variations in energy, whose loudness is not perceived by
humans. Finally, the Discrete Cosine Transform (DCT) is applied to the log Mel
filterbank energies and then only the lower-order coefficients are used to form
the feature vector.

4 Ranking Models

The interestingness of videos is a subjective concept that depends on judgments
of different viewers on whether a video is interesting or not based on their ex-
perience in watching it. Due to this subjectiveness, the automatic prediction of
the interestingness degree of a video is a challenging task.

To approach this task, we adopted the strategy proposed by Jiang et al. [16],
where a machine learning model is trained aiming at comparing the interesting-
ness between video pairs. In this way, given two videos to the system, it indicates
the more interesting one. The basic idea is to use machine learning algorithms
to learn a ranking function based on features extracted from training data, and
then apply it to features extracted from testing data.

We have used four different learning-to-rank algorithms. The first three are
based on pairwise comparisons: Ranking SVM [17], RankNet [6], and Rank-
Boost [14]. The latter approach considers lists of objects by using ListNet [7].

Ranking SVM [17] is a pairwise ranking method that uses the Support Vector
Machine (SVM) classifier to learn a ranking function. For that, each query and
its possible results are mapped to a feature space. Next, a given rank is associated
to each point in this space. Finally, a SVM classifier is used to find an optimal
separating hyperplane between those points based on their ranks.

RankNet [6] is a pairwise ranking method that relies on a probabilistic model.
For that, pairwise rankings are transformed into probability distributions, en-
abling the use of probability distribution metrics as cost functions. Thus, opti-
mization algorithms can be used to minimize a cost function to perform pairwise
rankings. The authors formulate this cost function using a neural network in
which the learning rate is controlled with gradient descent steps.

RankBoost [14] is a pairwise ranking method that relies on boosting algo-
rithms. Initially, each possible result for a given query is mapped to a feature
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space, in which each dimension indicates the relative ranking of individual pairs
of results, i.e., whether one result is ranked below or above the other. Thus, the
ranking problem is formulated as a binary classification problem. Next, a set of
weak rankers are trained iteratively. At each iteration, the resulting pairs are
re-weighted so that the weight of pairs ranked wrongly is increased whereas the
weight of pairs ranked correctly is decreased. Finally, all the weak rankers are
combined as a final ranking function.

ListNet [7] is an extension of RankNet that, instead of using pairwise rank-
ings, considers all possible results for a given query as a single instance, enabling
to capture and exploit the intrinsic structure of the data. Roughly speaking, it
is a listwise ranking method that relies on the probability distribution of per-
mutations. Initially, a given scoring function is used to define the permutation
probability distribution for the predicted rankings. Then, another permutation
probability distribution is defined for the ground truth. Next, the K-L divergence
is used to compute the cross entropy between these two distributions, which is
defined as the listwise ranking loss between them. Finally, a linear neural net-
work model is trained through the gradient descent algorithm, which is used to
minimize the listwise ranking loss.

5 Rank Aggregation Framework

Ranking has been established as a relevant task in many diverse domains, includ-
ing information retrieval, natural language processing, and collaborative filter-
ing [9]. However, in many situations, distinct ranking models produce different
results. Additionally, the information provided by different ranking results is of-
ten complementary, and therefore, can be used for improving the effectiveness
of the systems. This is the objective of rank aggregation methods, which aim at
combining different rankings in order to obtain a more accurate one.

Rank aggregation approaches are often unsupervised, requiring no training
data and can be seen as a way for obtaining a consensus ranking when multiple
scores or ranked lists are provided for a set of objects. Different strategies have
been used, considering mainly the information of the score computed for an
object and the position (or rank) assigned to an object in a ranked list.

Formally, a rank aggregation method can be defined as follows. Let C={vs1,
vs2, . . . , vsn} be a collection of video shots, where n denotes the number of
shots for the video being analyzed. Let D={D1, D2, . . . , Dd} be a set of rankers.
Let the function ρj(i) denotes the interestingness degree assigned by the ranker
Dj ∈ D to the video shot vsi ∈ C.

Based on the score ρj , a ranked list τj=(vs1, vs2, . . ., vsn) can be computed.
The ranked list τj can be defined as a permutation of the collection C, which
contains the most interesting video shots according to the ranker Dj . A per-
mutation τj is a bijection from the set C onto the set [n] = {1, 2, . . . , n}. For a
permutation τj , we interpret τj(i) as the position (or rank) of the video shot vsi
in the ranked list τj . We can say that, if vsi is ranked before vsl in the ranked
list τj , that is, τj(i) < τj(l), then ρ(j, i) ≥ ρ(j, l).

Given the different scores ρj and their respective ranked lists τj computed
by distinct rankers Dj ∈ D, a rank aggregation method aims to compute a fused
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score F (i) to each video shot vsi. In this work, we used three different methods
based on score and rank information, described in the following sections.

5.1 Borda Method

The Borda [30] method combines the rank information of each video shot in
different ranked lists computed by different rankers. The Borda count method
uses rank information in voting procedures. Rank scores are linearly assigned to
video shots in ranked lists according to their positions and are summed directly.

More specifically, the distance is scored by the number of video shots not
ranked higher than it in the different ranked lists [21]. The new score FB(i) is
computed as follows:

FB(i) =

d∑
j=0

τj(i). (1)

5.2 Reciprocal Rank Fusion

The Reciprocal Rank Fusion [10] uses the rank information for computing a new
score according to a naive scoring formula:

FR(i) =

d∑
j=0

1

k + τj(i)
, (2)

The intuition behind the formula is based on the conjecture that highly-
ranked shots are significantly more relevant than lower-ranked shots [10]. The
constant k mitigates the impact outlier rankers. For the experiments in this
paper, k = 16 is used.

5.3 Multiplicative Rank Aggregation

A multiplicative approach [24] is used for the rank aggregation based on scores.
The use of a multiplication approach is inspired by the Näıve Bayes classi-
fiers. Given a set of scores computed by distinct rankers, such classifiers try
to estimate the relevance probability assuming conditional independence among
rankers. Considering the independence assumption, the scores of each ranker are
multiplied. The fused score FM (i) for a given video shot vsi is computed as:

FM (i) =

d∏
j=1

(1 + ρ(j, i)). (3)

6 Experiments and Results

Experiments were conducted on a benchmarking dataset provided by the Medi-
aEval 2016 organizers for the Predicting Media Interestingness Task [12]. This
dataset is composed of 78 Creative Commons licensed trailers of Hollywood-like
movies. It is divided into a development set of 52 videos (67%) and a test set
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of 26 videos (33%). These videos were segmented by hand, producing a total of
7,396 video shots. After video segmentation, the development set has 5,054 shots
and the test set has 2,342 shots.

Each video shot was represented by the HMP and MFCC features, as dis-
cussed in Section 3. For encoding visual properties, we extracted the HMP fea-
tures directly from the video data. On other hand, for representing audio infor-
mation, we used the MFCC features provided for the task [15]. Unlike HMP,
MFCC produces multiple local features for a same video. To obtain a single
representation, we built a Bag-of-Features (BoF) [5] model upon local MFCC
features. In the BoF framework, visual words [28] are obtained by quantizing
local features according to a pre-learned dictionary. Thus, a video sequence is
represented as a normalized frequency histogram of visual words associated with
each local feature. In this work, we construct a codebook of 4000 visual words
using a random selection. For the dictionary creation, we used only the MFCC
features extrated from the development set.

Once the features were extracted, they were used as input to train machine-
learned rankers, as presented in Section 4. The SVMrank package3 [17] was
used for running Ranking SVM. The RankLib package4 was used for running
RankNet, RankBoost, and ListNet. Ranking SVM was configured with a linear
kernel. RankNet, RankBoost, and ListNet were configured with their default
parameter settings. All those approaches were calibrated through a 4-fold cross
validation on the development set. Next, the trained rankers were used to pre-
dict the rankings of test video shots. The rankings associated with the video
shots of a same movie trailer were normalized using a z-score normalization.
After that, the normalized rankings of all the rankers are combined using our
proposed framework, producing the final prediction scores. Finally, a threshold-
ing method was applied to transform the prediction scores into binary decisions.
It was found empirically that better results were obtained when a video shot is
classified as interesting if its prediction score is greater than 0.7; otherwise, it is
classified as non interesting.

The effectiveness of our strategy was assessed using Mean Average Precision
(MAP), which is the official evaluation metric adopted in the task. Our results
were compared with those reported by Almeida5 [1], which ranked 1st out of 10
groups in the MediaEval 2016 Predicting Media Interestingness Task.

Table 1 presents the results obtained by the HMP and MFCC features in iso-
lation. On the development set, by analyzing the confidence intervals, it can be
noticed that the performanceof the different learning-to-rank algorithms is simi-
lar, with a small advantage to Ranking SVM. On the test set, however, Ranking
SVM provided the best results for HMP whereas ListNet was the best for MFCC.
These results indicate that the fusion of such learning-to-rank algorithms may
be promising.

For combining the results provided by different features and machine-learned
rankers, we adopted the strategy proposed by Almeida et al. [3]. Initially, we

3 https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
4 https://sourceforge.net/p/lemur/wiki/RankLib/
5 The results reported by Almeida [1] refer to those obtained using only the HMP

feature and are presented in Table 1.
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Table 1. Results obtained by HMP and MFCC on the development set using the
machine-learned rankers in isolation.

Feature Ranker
Development Set

Test Set
Avg.

Conf. Interval (95%)
min. max.

H
M

P
Ranking SVM 15.19 13.99 16.38 18.15

RankNet 13.82 12.09 15.55 16.17
RankBoost 14.67 12.93 16.42 16.17

ListNet 13.32 12.06 14.57 16.56

M
F

C
C

Ranking SVM 14.19 12.27 16.12 15.87
RankNet 13.33 11.49 15.17 17.10

RankBoost 12.53 11.55 13.51 15.62
ListNet 13.45 12.20 14.71 17.57

sorted the individual results obtained by each pair (feature & ranker) in a de-
creasing order of MAP. Then, each pair was selected according to its rank, i.e.,
the best was the first, the second best was the second, and so on. At each step,
the next pair was combined with all the previous ones, as discussed in Section 5.

Figure 1 shows the MAP scores obtained by different rank aggregation meth-
ods on the development set. We show the behavior of such methods for combining
the most effective pairs according to the average individual results achieved in
the development set (see Table 1). The horizontal line denotes the MAP score for
the best pair in isolation and forms a baseline for our proposed framework. The
vertical line indicates the set of pairs which achieved the highest MAP score
when combined with the rank aggregation methods. The error bars represent
95% confidence intervals computed from the 4 folds.
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Fig. 1. MAP obtained by different rank aggregation methods on the development set.

We can see that, as more pairs are considered for late fusion, more effective
results are obtained, until reach a peak. This is an expected behavior, because dif-
ferent features and machine-learned rankers may complement each other, which
aggregates more information. From a certain point, however, non-relevant results
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from the less effective pairs exceed relevant results from the most effective ones
and the gain decreases. By analyzing the confidence intervals, it is important to
note that there is a high variance among the 4 folds. These results indicate that
the ordering defined by such folds, i.e., from the most to the least effective pairs,
is not consistent. This ordering is used for selecting the pairs to be combined by
the rank aggregation methods.

Figure 2 shows the MAP scores obtained by different rank aggregation meth-
ods on the test set. In Figure 2(a), features and machine-learned rankers were
selected for late fusion with rank aggregation methods in a decreasing order of
their average individual results on the development set (see Table 1). Notice
that the rank aggregation methods did not improve the best individual result
(i.e., HMP & Ranking SVM). The main reason for such results is the selection
strategy adopted for defining the pairs to be used for combination.
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(a) Order defined by the Development Set
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(b) Order defined by the Test Set

Fig. 2. MAP obtained by different rank aggregation methods on the test set.

In Figure 2(b), we replicate the previous experiment, however a different
selection strategy was adopted. In this figure, we show the MAP scores as the
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most effective pairs are used for combination. Unlike the previous experiment,
instead of considering the decreasing order of average individual results from
the development set, the ordering was defined based on the individual results
achieved in the test set (see Table 1). As we can see, the best fusion result was
obtained by the Borda method in combining the four most effective pairs (i.e.,
HMP & Ranking SVM, MFCC & ListNet, MFCC & RankNet, HMP & ListNet),
which achieved a MAP score equals to 19.97%, yielding gains of more than 10%
with respect to the best single result (i.e., HMP & Ranking SVM).

Such positive results indicate the potential of rank aggregation methods for
combining multimodal information and improving the interestingness prediction.
At the same time, the importance of the selection strategy is also evident. The
better results presented by the set of pairs defined by the effectiveness order on
the test set indicate that unsupervised selection procedures can be exploited.

7 Conclusions

This paper presented a novel approach for predicting the interestingness of
videos. Our method is based on combining the features of audio and visual
modalities with rank aggregation methods. The proposed strategy relies on a
late fusion of ranking models learned with different learning-to-rank algorithms.

Our approach was validated in the dataset of the MediaEval 2016 Predict-
ing Media Interestingness Task. Conducted experiments demonstrate that our
multimodal strategy yields better video interestingness prediction results when
compared with those based on a single modality (either audio or visual infor-
mation). Also, we show that, by using a proper selection strategy, the rank
aggregation methods can be used to improve the overall performance, achieving
significant gains in comparison with state-of-the-art solutions.

Future work includes the evaluation of other features (e.g., keyframe-based
methods [13, 25]), especially those encoding information from different modal-
ities, as well as perform an extensive study on smarter selection strategies for
combining learning-to-rank algorithms (e.g., genetic programming [4]).
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